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Abstract 
This paper describes a study of noise robust voice activity 
detection (VAD) utilizing the periodic component to aperiodic 
component ratio (PAR). Although environmental sound 
changes dynamically in the real world, conventional noise 
robust features for VAD are sensitive to the non-stationarity of 
noise, which yields variations in the signal to noise ratio, and 
sometimes requires apriori noise power estimations. To 
overcome this problem, we adopt the PAR as an acoustic 
feature for VAD that is insensitive to the non-stationarity of 
noise. Hearing research also suggests that the decomposition of 
the periodic and aperiodic components plays an important role 
in the human auditory system. The proposed method first 
estimates the PAR of the observed signals with a harmonic filter 
in the frequency region. Then it detects the presence of target 
speech signals based on the voice activity likelihood defined in 
relation to the PAR. The performance of the proposed VAD 
algorithm was examined by using simulated and real noisy 
speech data. Comparisons confirmed that the proposed VAD 
algorithm outperforms the conventional VAD algorithms 
particularly in the presence of non-stationary noise. 

1. Introduction 
Voice activity detection (VAD) plays a crucial role in speech 
signal processing techniques. In particular, VAD in the “real 
world”,  for example in a car, on the street, or at a railway 
station, is important for speech processing techniques such as 
speech enhancement [1], speech coding [2], and automatic 
speech recognition [3]. Since these techniques depend strongly 
on VAD accuracy or sometimes assume ideal VAD, insufficient 
accuracy seriously affects their practical performance. This has 
made it necessary to develop more robust VAD [4].  

In general, VAD consists of two parts: an ‘acoustic feature 
extraction’ part, and a ‘decision mechanism’ part. The former 
extracts acoustic features that can appropriately indicate the 
probability of target speech signals existing in observed signals, 
which also include environmental sound signals. Based on these 
acoustic features, the latter part finally decides whether the 
target speech signals are present in the observed signals using, 
for example, a well-adjusted threshold [5], the likelihood ratio 
[6], and hidden Markov models [7]. The performance of the 
each part seriously influences the VAD performance. 

The short-term signal energy and zero-crossing rate [8] 
have long been used as simple acoustic features for VAD. 
However, they are easily degraded by environmental noise,  and 
environmental sounds also possess a similar energy and zero-

crossing rate to speech signals. To cope with this problem, 
various kinds of robust acoustic features have been proposed for 
VAD. As acoustic features representing inherent characteristics 
of speech signals, such as autocorrelation function based 
features [9]-[11], spectrum based features that utilize 
harmonicity [12][13], pitch based features [14], the power in the 
band-limited region [5][15][16], mel-frequency cepstral 
coefficients [11], delta line spectral frequencies [15], and 
features based on higher order statistics [17] have been 
proposed. On the other hand, some methods employ the model 
of noise characteristics [18] or enhanced speech spectra derived 
from Wiener filtering based on estimated noise statistics [6][16].  

Most of the above methods assume the stationarity of noise 
within a certain temporal length, thus they are sensitive to 
changes in the signal to noise ratios (SNRs) of observed signals 
and non-stationary noise. However, in practice, environmental 
sound is not stationary and its power changes dynamically 
within a short time. This sensitivity makes it difficult to decide 
the optimum threshold which prevents VAD methods from 
being used in the real world. Therefore, there is a need for VAD 
algorithms that are insensitive to the non-stationarity of noise. 

Let us now turn to sound representation. Sound signals can 
be decomposed into their periodic and aperiodic components. 
For example, speech signals consist not only of periodic signals 
such as steady parts of vowels and voiced consonants, but also 
of non-periodic signals such as fluctuations included in vowels, 
voiced consonants, stops, fricatives, and affricates. With regard 
to psychoacoustics, findings derived from concurrent vowel 
identification experiments suggest that the human auditory 
system can suppress harmonic interferers and perceive the 
residual target signal [19]. This finding suggests that the human 
auditory system may process both the harmonic (periodic) 
component and the residue after canceling the harmonicity 
(aperiodic) component, which deviates from the dominant 
periodicity. Such a twofold representation of sounds has been 
studied with respect to speech/music synthesis [20][21], 
because the aperiodic component is responsible for the 
perceived speech/music quality [22]. In addition, in terms of 
automatic speech recognition, the word accuracy in noisy 
environments can be improved by using the periodic and 
aperiodic components of observed signals [23][24]. The above 
indicates the effectiveness of such a rich representation of 
sound signals. However, although VAD methods using only 
periodic characteristics of speech signals have long been 
studied [9]-[14], there is no VAD method that explicitly 
utilizes both periodic and aperiodic components. 

In this paper, we propose a VAD algorithm that is 
insensitive to the non-stationarity of noise and which utilizes an 



acoustic feature that represents the power ratios of the periodic 
and aperiodic components in observed signals. This feature is 
referred to as  the periodic component to aperiodic component 
ratio (PAR). With this method, the likelihood of the existence 
of target speech signals is calculated from probability 
distributions defined in relation to the PARs. Section 2 
provides detailed explanations of our proposed method. Section 
3 describes preliminary evaluation experiments that show the 
advantage of the proposed method by comparing it with 
conventional methods. Section 4 concludes this study and 
outlines future work. 

2. Method 
Let us first define the problem that the present method is 
designed to solve. Observed signals are recorded monaurally, 
and there is only one dominant sound, i.e. the target speech, 
which is in the presence of background noise whose frequency 
spectra distribute widely over all frequencies. There is no 
assumption as regards the stationarity of the noise power, thus 
the power of noise changes dynamically. In addition, there is 
no apriori knowledge about the kind of background noise.  

To cope with this problem, our method first decomposes 
observed signals into their periodic and aperiodic components. 
While the conventional decomposition methods [20][21] aim to 
decompose the components inherently included in speech or 
music signals, our method aims to decompose the components 
included in all the observed signals to determine the periodic 
component of the dominant signals, namely speech signals. 
Therefore, in this paper, the term ‘aperiodic component’ 
includes both environmental noise and aperiodic components 
of speech signals, and the term ‘periodic component’ includes a 
dominant harmonic component in the observed signal. Because 
the PAR of noise is normally independent of the power of the 
noise, voice activity detection based on the PAR is expected to 
be insensitive to any dynamic change in the SNR. Note that the 
PAR is a similar measure to the harmonic noise ratio (HNR) 
[21]. However, in this paper, we use the term ‘PAR’ rather than 
‘HNR’ to make it clear that the observed signals with the 
proposed method (speech in the presence of noise) differ from 
those in the speech analysis method (speech/music). Section 
2.1 describes our decomposition method performed using sub-
band signals in the frequency domain. 

Our proposed VAD method then detects the existence of 
speech based on the statistics of the PARs, which represent the 
difference between periods that contain only noise and periods 
that contain both noise and speech. The statistical VAD method 
proposed by Sohn et al. [6] utilizes likelihoods derived from 
posteriori SNRs, whereas our method calculates likelihoods 
derived from probability distributions of the PARs without 
knowledge of the SNR. In addition, unlike other statistical 
VAD approaches [7][18] based on noise spectral characteristics, 
our method does not need these characteristics apriori, and so is 
expected to be insensitive to variations in noise characteristics. 
Section 2.2 describes our likelihood calculation in detail. 

2.1. Decomposition of periodicity and aperiodicity 

We first describe how to estimate the power of a sinusoidal 
component in the frequency region before explaining how to 
decompose the periodic (harmonic) and aperiodic (inharmonic) 
components of observed signals.  Let us consider the following 

sinusoidal component: 
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where fs, t, r, f, and φ are the sampling frequency, sampling 
index, amplitude, frequency, and initial phase of the sinusoid. 
We assume that f is over 50 Hz in the presence of the frequency 
components of ordinary speech signals. Here, we employ a 
bandpass filter ( ) ( ) ( )sfftjtgth π2exp=  to ( )ts p  as 
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where L is the length of the bandpass filter. When we assume 
that ( )tg  is a lowpass filter, whose cutoff frequency is below 
50 Hz, corresponding to the analysis window for a short time 
Fourier transform (STFT), the second term of the above 
equation can be disregarded. Therefore, we can obtain 
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Let ( ) ( )tLgtg −−= 1* , which is a symmetric temporal window 
of ( )tg , and ( ) lLl −−= 1' , then ( )ts pˆ  can be rewritten as  

( ) ( ) ( )

( ) ( ) ( )( )( )∑
−

=
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−−+=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

1

0'

'2exp1''*,

,12expˆ

L

l s
pp

p
s

p

LlL
f
fjLtlslgmnS

mnSL
f
fjts

π

π
 

(1b)

 

where ( )mnS p ,  is an STFT representation of ( )ts p  at a 
frequency bin of  ( )sffLm =  analyzed by a temporal frame 
whose index is n beginning at ( )1−−= Lttn . Furthermore, the 
short temporal power ( )npρ  of ( )ts p  can be calculated as 

( ) ( ) ( )( )

( ) ( ) ( )( )∑∑

∑
−

=

−

=

−

=

−+=

−=

1

0

2
21

0

2
2

1

0

2

2cos
22

L

t
n

L

t

L

t
npp

tttgrtgr

ttstgn

ψ

ρ  

where n is the index of the temporal frame. Because ( )2tg  can 
be considered a lowpass filter similar to ( )tg , the second term 
of the above equation can also be disregarded. Therefore, the 
short temporal power can be calculated as follows using 
equations (1a) and (1b). 
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On the other hand, the short time power of a general signal ( )ts  
defined as (3) can be considered as the 0th-order 
autocorrelation coefficient. 
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Since the autocorrelation coefficients are equal to the inverse 
Fourier transform of the power spectrum, the short time power 
can be also obtained as 
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where M is the maximum number of frequency bins. 



Next, based on our estimation of the sinusoidal power 
described above, we explain how to estimate the power of a 
periodic (harmonic) component from an observed signal. We 
assume that an observed signal ( )ts  can be described as the 
sum of its periodic and aperiodic components, ( )ts p  and ( )tsa , 
respectively. 

( ) ( ) ( )tststs ap +=  

Hereafter, we denote STFT representations of the above signals 
by ( )mnS , , ( )mnS p , , and ( )mnSa , , respectively, and their short 
time power in a time frame by ( )nρ , ( )npρ , and ( )naρ , 
respectively. Now, we assume the additivity on the powers of 
the components as 

( ) ( ) ( ) 222 ,,, mnSmnSmnS ap +=  (5a) 
Then the following equation can also be derived from the 
above assumption and equation (4). 

( ) ( ) ( )nnn ap ρρρ +=  (5b) 

Let us denote the fundamental frequency (F0) of the periodic 
component and the number of harmonics at frame n by ( )nf 0  
and ( )nν , respectively, and an operator to transform the k-th 
harmonic frequency ( )nkf0  to an index of a frequency bin in the 
corresponding frequency domain by ( )[ ]nkf 0 . Then, from 
equations (2) and (5a), we can obtain the following equation. 
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In addition, we introduce the following assumption. 
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which means that the average power of the aperiodic 
components at the frequencies of the dominant harmonic 
components is equal to that over the whole frequency range.  
According to this assumption, we can obtain 
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Substituting equations (4), (6), and (7) to equation (5b), we 
derive the following equation. 
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Consequently, we can obtain the following equations. 
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where ( )npρ̂  and ( )naρ̂  indicate estimated values for true 

values of ( )npρ  and ( )naρ . Note that both ( )npρ̂  and ( )naρ̂  
may take negative values according to the above definition. By 
using equations (8)-(10), our method decomposes observed 
signals into their periodic and aperiodic components. 

The above decomposition method needs an F0 value, and 
so we estimate it as the value that maximizes the numerator of 
equation (10), that is, we determine the estimate ( )nf 0

ˆ  by 
searching the frequency range that includes the F0 of human 
speech (e.g. from 50 to 500 Hz) as follows. 
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It is important to note that the above equation coincides with 
one adopted by a robust F0 estimator known as REPS [25], 
therefore, this equation is expected to provide us with fairly 
reliable F0 estimates even under adverse noise conditions.  In 
addition, the advantage of utilizing this equation is that we can 
estimate the powers of the periodic and aperiodic components 
and the F0 simultaneously. 

2.2. Likelihood calculation 

If the decomposition described in section 2.1 can ideally 
estimate the powers of periodic components, we can detect 
speech signals based solely on these estimates. However, the 
decomposition cannot completely avoid power estimation errors. 
By taking the estimation errors into account, our proposed VAD 
method statistically detects the existence of speech signals 
based on the likelihood derived from the error distributions 
estimated for the periodic and aperiodic components.  

We presume the state of the existence of speech signals (1 
or 0) at frame n to be random variables, and denote them by Hn. 
If Hn = 1, then speech signals exist in the observed signals, and 
vice versa. When Hn = 0, i.e. there is no speech signal in the 
observed signal, assuming ( ) ( )nn aρρ = , we can estimate the 
error of an aperiodic component ( )naε  as 

( ) ( ) ( ) ( )nnnn paa ρρρε ˆˆ =−=   

We assume that the error distribution follows a Gaussian 
distribution whose mean and standard deviation are 0 and 

( )naρα ˆ  with a positive constant α . Then, the likelihood of the 
observed signal for non-speech periods can be modeled by  
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In contrast, when Hn = 1, i.e. a speech signal exists in the 
observed signal, we can estimate the error of the periodic 
component ( )npε  as  

( ) ( ) ( ) ( )nnnn pap ρρρε ˆ−−=   

However, because we cannot know the true value of ( )naρ , it 
is difficult to determine the distribution of ( )npε . Thus, we 
consider an ideal case of ( ) 0=naρ . Here, ( )npε  can be 
rewritten as 

( ) ( ) ( ) ( )nnnn app ρρρε ˆˆ =−=   

Under this assumption, we again assume that the error 
distribution follows a Gaussian distribution whose mean and 



standard deviation are 0 and ( )npρβ ˆ  with a positive constant β . 
Then, the likelihood of the observed signal for speech period 
can be modeled by 
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Although ( )naρ  must be larger than zero in practice (especially 
in the presence of noise), we introduce equation (12) as an 
approximation for all cases. It should be noted that this 
approximation provides an underestimation of the probability 
of the existence of speech. Therefore, if we can introduce a 
more adequate estimation for ( )( )1| =nHnp ρ , the VAD 
performance of the proposed method is expected to improve. 

Finally, we calculate the likelihood ratio ( )nΛ  of equations 
(11) and (12) at frame n as follows. 
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If the likelihood is higher than a threshold decided apriori, our 
VAD algorithm decides that a speech signal exists in the frame. 
Because the threshold does not depend greatly on SNRs, we 

use a fixed value for the threshold. In addition, since this 
method does not use noise statistics, it is unnecessary to set a 
certain fixed period in the observed signal that contains only 
noise components for estimating the noise statistics. 

3. Experiment 
To examine the validity of the proposed method, we conducted 
preliminary experiments using simulated and real noisy speech 
data. We used the AURORA-2J database [26] for the speech 
data. The speech and noise were recorded with 16-bit 
quantization and at a sampling rate of 8 kHz. In this section, our 
proposed method always used 1== βα  to calculate the 
likelihood. We also estimated the F0s by the method described 
in section 2.1 with trajectory smoothing based on dynamic 
programming. In addition, our proposed method applied the 
hangover methods proposed in [16] to the VAD results obtained 
from the likelihood ratios described in section 2.2. 

3.1. Comparison of VAD performance in the presence of 
simulated noise 

This section compares the behavior of the proposed and 
conventional VAD algorithms in the presence of white and 
amplitude modulated white noise. For this comparison, we used 
the speech data spoken by a male speaker shown in Fig. 1(a). 

We examined the decomposition of the periodic/aperiodic 
components and the likelihood ratio for VAD calculated with 
equations (8)-(10), and (13), respectively. A test signal was 
created by adding white noise to the speech data shown in Fig. 
1(a) at an SNR of 0 dB (Fig. 1(b)). The result is shown in Fig. 
1(c)-(e). Even at such a low SNR, the results indicate that our 
method well decomposes periodic and aperiodic components. 
In addition, the likelihood ratios (Fig. 1(e)) correctly indicate 
the period in which speech signals exist. This result suggests 
the effectiveness of using this likelihood ratio for VAD. 

The VAD result based on the likelihood ratios is shown in 
Fig. 1(f). For comparison, the VAD results obtained with 
Sohn’s statistical VAD [6] and ETSI WI008 Advanced Front 
End (AFE) VAD for frame dropping [16] are also shown in Fig. 
1(g) and (h). The former utilizes likelihoods derived from 
posteriori SNRs calculated from the spectral amplitude 
estimated by the minimum mean square error approach, and the 
latter simultaneously utilizes the whole spectra to design 
Wiener filters, the spectral sub-region, and spectral variance. 
Both conventional methods include the hangover mechanisms. 
The comparison indicates that our proposed method performs 
better than conventional methods in the presence of white noise. 

We then compared the VAD performance using another 
test signal (Fig. 2(b)) created by adding amplitude modulated 
white noise to the speech data shown in Fig. 2(a) in order to 
test the robustness of the present method as regards the non-
stationarity of noise. The amplitude modulation rate was 4 Hz, 
and its modulation depth was 0.4. Figure 2(c), (e)-(g), and (i) 
show the features calculated by the two conventional methods 
and our proposed method. Although the conventional features 
were deteriorated by the amplitude modulation of the noise, the 
results indicate that the likelihood ratios of the proposed 
method are insensitive to such amplitude modulation. Figure 2 
(d), (h), and (j) compare the VAD results obtained with the 
three VAD methods. The results suggest that the proposed 
method is also robust as regards non-stationarity of noise. 

Figure 1: Behavior with the proposed method and a 
comparison of VAD results for a speech signal in the presence 
of white noise. (a) Speech waveform in silence. (b) Noisy 
speech waveform created by adding white noise to a speech 
(a) at an SNR of 0 dB. (c) Power of (b). (d) Decomposed 
periodic (solid line) and aperiodic (dashed line) components 
for (b). (e) Log likelihood ratios for VAD derived from the 
periodic and aperiodic components (d). (f) VAD result for (b) 
obtained with the proposed VAD method. (g) VAD result for 
(b) obtained with a statistical VAD method [6]. (h) VAD result 
for (b) obtained with ETSI AFE VAD [16]. 



3.2. Comparison of VAD performance in the presence of 
noise in the real world 

Finally we compared the VAD performance obtained from the 
proposed and conventional methods in the presence of noise in 
the real world. For this comparison, we used noisy speech data 
in AURORA-2J (Fig. 3(b)) created by adding subway noise to 
clean speech data at an SNR of 0 dB. The subway noise 
includes non-stationary sounds such as wheel sounds of trains. 

Figure 3(c), (e)-(g), and (i) show the VAD features 
calculated by the two conventional methods and our proposed 
method. The results indicate that there was deterioration in the 
conventional features that was largely due to the amplitude 
variation of the noise and non-stationary sounds appearing in 
the first part of the test data (indicated as circles in Fig. 3(b)). 
On the other hand, our proposed likelihood ratios of the 
periodic and aperiodic components could moderate the 

influence of the non-stationary sounds and amplitude variation 
of the noise, and deteriorated less than conventional features. 
Figure 3(d), (h), and (j) confirm the effectiveness of the 
proposed VAD method compared with the two conventional 
VAD methods.  

In addition, to show the effectiveness of our proposed 
feature as regards temporal changes in SNRs, we compared the 
VAD performance using two concatenated noisy speech data 
whose SNRs differ from each other in AURORA-2J. A test 
signal (Fig. 4(b)) was created by concatenating noisy speech 
data in the presence of subway noise at an SNR of 5 dB and the 
noisy speech data shown in Fig. 3(b). Figure 4(c)-(e) compares 
the VAD results for the three VAD methods. Since it is 
difficult to update noise statistics or thresholds correctly when 
SNRs change within a short time, the conventional methods 
could not perform well. On the other hand, our proposed 
method performed well regardless of the temporal change in 
the SNRs. The above results suggest that the proposed method 

Figure 2: VAD features for a speech signal in the presence of 
amplitude modulated white noise and a comparison of VAD 
results for the speech signal. (a) Speech signal in silence. (b) 
Speech signal (a) mixed with amplitude modulated white noise 
at an SNR of 0 dB. (c) Feature (log likelihood ratios) for (b) 
obtained with a statistical VAD [6]. (d) VAD result for (b) 
obtained with a statistical VAD method [6]. (e)-(g) Features 
(whole spectrum, spectral sub-region, spectral variance) for 
(b) obtained with ETSI AFE VAD [16]. (h) VAD result for (b) 
obtained with ETSI AFE VAD [16]. (i) Feature (log likelihood 
ratios) for (b) obtained with the proposed method. (j) VAD 
result for (b) obtained with the proposed VAD method. 

Figure 3: VAD features for a speech signal in the presence of 
subway noise and a comparison of VAD results for the noisy 
speech signal. (a) Speech signal in silence. (b) Speech signal 
(a) mixed with subway noise at an SNR of 0 dB. Circles 
indicate non-stationary noise. (c) Feature (log likelihood 
ratios) for (b) obtained with a statistical VAD [6]. (d) VAD 
result for (b) obtained with a statistical VAD method [6]. (e)-
(g) Features (whole spectrum, spectral sub-region, spectral 
variance) for (b) obtained with ETSI AFE VAD [16]. (h) VAD 
result for (b) obtained with ETSI AFE VAD [16]. (i) Feature 
for (b) obtained with the proposed method. (j) VAD result for 
(b) obtained with the proposed VAD method.  



can detect voice activity robustly even in the presence of noise 
in the real world. The robustness as regards the non-stationarity 
of noise is a particular advantage of the proposed method in 
terms of practical use. 

4. Conclusion 
We proposed a noise robust VAD method based on the ratios of 
the periodic and aperiodic components of observed signals. By 
utilizing this feature representation that is insensitive to 
variation in the SNR, the proposed method performs well in the 
presence of non-stationary noise. We conducted preliminary 
experiments to evaluate the advantages of the proposed method 
in terms of VAD performance. These experiments confirmed 
that the proposed method performed better than conventional 
VAD methods particularly in the presence of non-stationary 
noise. In the future we will undertake a more adequate 
probability estimation of speech existence for VAD features and 
evaluation experiments using large-scale data. 
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Figure 4: Comparison of VAD results for a speech signal in 
the presence of subway noise when the SNR changes 
temporally from 5 to 0 dB. The SNR of the first half is 5 dB, 
and that of the latter half is 0 dB. (a) Speech waveform mixed 
with subway noise. (b) Speech signal included in (a). (c) VAD 
result for (a) obtained with a statistical VAD method [6]. (d) 
VAD result for (a) obtained with ETSI AFE VAD [16]. (e) VAD 
result for (a) obtained with the proposed VAD method. 
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