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Abstract

In this paper we study the noise-robustness of mel-frequency cep-
stral coefficients (MFCCs) and explore ways to improve their per-
formance in noisy conditions. Improvements based on a more ac-
curate model of the early auditory system are suggested to make
the MFCC features more robust to noise while preserving their
class discrimination ability. Speech versus non-speech classifica-
tion and speech recognition are chosen to evaluate the performance
gains afforded by the modifications.

1. Introduction

MFCC’s are very useful features for audio processing in clean
conditions. However, performance using MFCC features deteri-
orates in the presence of noise. There has been an increased ef-
fort in recent times to find new features that are more noise robust
compared to MFCCs. Features such as, spectro-temporal modula-
tion features [1] are more robust to noise but are computationally
expensive. Skowronski and Harris [2] suggested modification of
MFCC that uses the known relationship between center frequency
and critical bandwidth. They also studied the effects of wider fil-
ter bandwidth on noise robustness. Herein, we suggest different
modifications to MFCCs that make it more robust to noise without
adding prohibitive computational costs.

MFCC features approximate the frequency decomposition
along the basilar membrane by a short-time Fourier Transform.
The auditory critical bands are modeled using triangular filters,
compression is expressed as a log function and a discrete cosine
transform (DCT) is used to decorrelate the features [3].

In this paper we cite two reasons for the poor noise perfor-
mance of MFCCs. First, block processing with Fourier transform
and the use of triangular filters for grouping of frequency bins
into critical bands results in a signal in each channel that is not
as smooth as that obtained with band-pass filters. We introduce a
spatial subtraction stage to improve the performance of band-pass
filter based features. Second, MFCC'’s poor noise performance can
be attributed to log compression [4], [5], [6]. The large negative
excursions of the log function for values close to zero leads to a
splattering of energy after the DCT whereas root compression (ex-
pressed as ()%, with 0 < a < 1) followed by the DCT leads to
better compaction of energy, as is shown later.

The rest of the paper is organized as follows, Section 2 ex-
plains the experimental setup. Sections 3, 4 and 5 talk about meth-

ods to improve noise-robustness of MFCCs. Section 6 uses an
information theoretic measure of clustering to support the results
obtained in earlier sections, followed by conclusions.

2. Experimental Setup

In order to study the noise-robustness of MFCCs, we choose a
speech versus non-speech classification task at various signal-to-
noise ratios (SNR). The results are also validated by performing
speech recognition on the Aurora 2 database. The audio database
for speech versus non-speech classification task was built from
five publicly available corpora. Speech samples were taken from
TIMIT acoustic-phonetic continuous speech corpus. The training
set consisted of 300 examples from TIMIT’s training subset and
test set consisted of 150 different sentences spoken by 50 differ-
ent speakers (25 male, 25 female) from TIMIT’s test subset. Sen-
tences and speakers in the training and test sets are different. The
non-speech class consisted of 450 examples (300 for training and
150 for testing) which included animal vocalization from BBC
Sound Effects audio CD collection, music samples from RWC
Genre Database [7] and environmental sounds from Noisex and
Aurora databases. Segments of one second duration were selected
for training and testing. The task consisted of predicting whether
a given one second test segment belongs to the speech or the non-
speech class. Pink noise was synthetically added to generate dif-
ferent SNRs.

Each audio segment was divided into frames of length 25.625
msec with a frame rate of 100 Hz. Forty MFCC'’s were extracted
from each frame. Thirteen linearly spaced and twenty seven log
spaced triangular filters were used to group the FFT bins. The
lowest frequency was chosen to be 133.33 Hz, a linear spacing
of 66.66 Hz and log spacing of 1.07 were used. In extracting
the features we followed the Sphinx III specifications [8]. For
the band-pass filter implementation of MFCC, forty fourth-order
bandpass-filters (spanning the same frequency range as MFCCs)
were used. The BPFs are approximately one-seventh octave, con-
stant () filters. The filters had to be chosen to be approximately
one-seventh octave to match the number of triangular filters used
for the standard MFCC features. In the speech versus non-speech
classification experiments the first thirteen coefficients were used
to perform the classification. A Gaussian mixture model based
classifier was used to predict the log-likelihood of each frame be-
longing to a particular class. The log-likelihoods of all frames in



a segment belonging to the two classes were added to make the
final decision. Features from each one second segment were mean
subtracted and variance normalized [9].

For the speech recognition task, MFCCs were extracted using
code based on the HTK toolkit frontend [10], 23 channels were
used. Thirteen MFCC coefficients (including the zeroth coeffi-
cient) were mean and variance normalized [9] and delta and accel-
eration features were computed to form a 39-dimensional feature
vector. The BPF-based features were also extracted in a similar
way. Thirty-two one-sixth octave filters were used for the filter-
bank implementation.

3. Amplitude Compression

Previous work [4], [5], [6] shows that root compression is better
than logarithmic compression for noise robustness. In this sec-
tion we revalidate this result and try to explain the effect of differ-
ent amplitude compressions in terms of a discrimination measure.
Figure 1 shows the performance of the classifier for the spech ver-
sus non-speech classification task using MFCC features with root
and log compression. We see that root compression is much more
robust to noise as compared to log compression. The log function
gives large negative values for inputs close to zero and this leads
to a spreading of the energy in the transform domain (after DCT).

A simple experiment was devised to show that root com-
pression followed by DCT leads to better compaction of energy.
The envelope of a speech segment was amplitude compressed and
transformed using DCT. Varying number of transformed coeffi-
cients were used to reconstruct the amplitude compressed signal
and the reconstruction error was calculated. Figure 2 shows the
plot of reconstruction error versus the number of coefficients used
for the reconstruction, for both log and root compression. It is clear
that root compression followed by DCT leads to better compaction
of energy since the reconstruction error using fewer coefficients is
much lower as compared to the log case.

Another interesting aspect of amplitude compression is the
trade-off between performance in clean conditions and robust-
ness to noise. The trade-off can be better understood in terms of
between-class and within-class scatter. We define between-class
scatter as the distance between the mean of the two clusters and
within-class scatter as the mean of the distances of each data point
from the mean of its cluster. The ratio of between-class scatter and
within-class scatter is used as a measure of discrimination ability.
In clean conditions, more compression leads to lower within-class
scatter, the between-class scatter is also lower but since there is
no noise to confuse the classifier the accuracy is high. In noisy
conditions more compression leads to more errors due to the re-
duced between-class scatter (the reduction in within-class scatter
is not able to offset the reduction in between-class scatter). Table 1
shows the effect of log and different degrees of root compression
on the discrimination ability of the MFCC features. As is clear
from the table, more compression leads to better performance in
clean but this adversely affects the performance in noisy condi-
tions. In the sections that follow, root compression refers to the
use of a compression factor, & = 0.3, unless stated otherwise.

4. Aliasing and Smoothing

In most audio feature extraction processes the number of samples
used to represent each frame is small compared to the original sam-
pled waveform. Given that there will be some loss of information
in building a compact representation of the audio signal, the key to
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Figure 1: Figure showing the performance of the classifier using
MFCC features with log and root compression for a speech versus
non-speech classification task. Different SNRs were generated by
synthetically adding pink noise.

Reconstruction error of log and root compressed signal
14 T T T T T

12

101

Reconstruction Error

) Root (0.3)

0 50 100 150 200 250 300
Number of Coefficients Used

Figure 2: Figure showing that root compression followed by DCT
leads to better compaction of energy. Reconstruction error is plot-
ted as a function of number of coefficients used for the reconstruc-
tion.

generating better representations is to discard information that is
least significant. In case of MFCCs, the FFT and triangular filters
lead to discarding of information that is not exactly quantifiable.
We also know that due to the sharp peaks of the triangular fil-
ters MFCCs are sensitive to small changes in the frequency [11].
The energy estimation in each channel is smoother if frequency
decomposition is performed using exponentially spaced bandpass
filters and the signal strength in each channel is estimated using
a peak detector (implemented using a rectifier and a low-pass fil-
ter). Features extracted from a smooth representation are not per-
turbed by perceptually irrelevant variations in the signal. We know
that central auditory neurons cannot respond to very fast tempo-
ral modulations [12] and hence smoothing over 10-20ms does not
discard perceptually relevant features. The high frequency compo-
nents that are smoothed out are most likely perceptually insignif-
icant. By low-pass filtering the signal and then down sampling,
we are discarding information in a more intelligent way. We re-
fer to features obtained in this manner as BPF-MFCC [13], [14].



Measure of discrimination ability for log
and various degrees of root compression
Compression Clean Noisy
Log 0.4364 0.2372
Root (o = 0.07) | 0.4182 0.2387
Root (e = 0.3) | 0.3645 0.2473
Root (e = 0.7) | 0.3196 0.2719

Table 1: Table showing that more compression yields greater discrimina-
tion in clean conditions. However, in noisy conditions less compression
yields better class discrimination.

Figure 3 shows the improvement in performance of MFCC for the
speech versus non-speech classification task by the use of band-
pass filters. The BPF-MFCC representation degrades more grace-
fully with falling SNR.

5. Spatial Derivative

In the previous section, we showed that the performance of BPF-
MFCC in noisy conditions is much better than MFCC but the per-
formance in clean conditions is slightly worse. The perfomance in
clean conditions can be improved by introducing yet another pro-
cessing stage which is directly motivated by physiological process-
ing. The BPFs used for the frequency decomposition are not very
sharp and result in some amount of frequency spreading across the
channels. This spreading can be limited by the use of a spatial
derivative (implemented as a difference operation between adja-
cent channels). The spatial derivative is used to model the lat-
eral inhibitory network in the cochlear nucleus [12]. We refer to
BPF-MFCC with spatial derivative as noise-robust auditory fea-
tures (NRAF). Apart from limiting the frequency spreading by
sharpening the filter response, the spatial derivative stage, in clean
and high SNR conditions, enhances the contrast across the spec-
tral profile. This can be thought of as an edge detection operation
common in image processing, although the effect in audio is less
dramatic due to lack of abrupt changes across frequency channels.

The comparison of MFCC, BPF-MFCC and NRAF is shown
in Fig. 3. As predicted the performance of NRAF in clean and
moderate SNR cases is better than that of BPF-MFCC, but the
performance in high noise case (0 dB SNR) is lower. This can
be explained as follows, in very low SNR cases where the noise
variance is equal to or greater than the signal variance, the spatial
derivative results in some loss of signal component due to subtrac-
tion, i.e. the difference operation removes some signal component
from channels whose adjacent higher channels are noisy. However
if the noise is Gaussian, NRAF performs as well as BPF-MFCC
even in low SNR cases.

6. Information-Theoretic Clustering Validity
Measure

In this section we use an information theoretic measure of cluster-
ing to substantiate the fact that NRAFs are better than the original
MFCCs not only in terms of noise-robustness but also in terms
of class discrimination ability. Conditional entropy is used as a
criterion for evaluating the clustering validity of clustering algo-
rithms [15]. By using a very “naive” clustering algorithm the clus-
tering properties of the underlying attributes can be studied. Ma-
halanobis distance from the mean of the two clusters is used as
the clustering algorithm to study the effect of synthetically added
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Figure 3: Figure showing the comparative performance of MFCC,
BPF-MFCC and NRAF for the speech versus non-speech classifi-
cation task. Different SNRs were obtained by synthetically adding
pink noise. Root compression was used for all the features.
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Figure 4: Figure showing the empirical conditional entropy mea-
sures for MFCC and NRAF for a two-class, two-cluster case. It
is seen that NRAFs outperform MFCCs in the speech versus non-
speech classification task. White noise was synthetically added to
generate different SNRs.

noise on the clustering properties of MFCC and NRAF.

Given a set of class labels ¢ € C and clusters k ¢ K, condi-
tional entropy, H (C|K) is approximated by empirical conditional
entropy, H¢(C|K) given by,

€l |K|

1 (ClR) = =30 Y HERgg L)

c=1k=1

where, h(c, k) is the number of examples of class c assigned to
cluster k, n is the total number of examples and h(k) is the as-
sociated marginal. Conditional entropy gives the number of bits
required to encode all the class information given we know the
clusters {k;} and the model IT = {h(c,k)} . A lower value of
conditional entropy indicates that the cluster labels are good in-
dicators of the class labels. For the case of two classes and two
clusters, the empirical conditional entropy measure is shown in
Fig. 4. As is evident, NRAF has a lower value of conditional en-



Recognition results on Aurora 2 (clean condition)
Set A Set B Set C Average

MFCC [ NRAF MFCC [ NRAF MFCC [ NRAF MFCC [ NRAF
Clean | 98.70 % | 9838 % | 98.79 % | 9838 % | 98.72 % | 98.51 % | 98.74 % | 98.42 %
20dB | 95.88 % | 94.86 % | 96.08 % | 94.88 % | 96.04 % | 94.61 % || 96.00 % | 94.78 %
15dB | 9258 % | 90.76 % | 92.99 % | 90.76 % | 93.13 % | 90.96 % || 92.89 % | 90.82 %
10dB | 84.53 % | 83.73% | 8523 % | 82.58 % | 8554 % | 83.95% || 85.10 % | 83.41 %
5dB | 68.64% | 68.46 % | 68.24 % | 65.67 % | 70.33 % | 70.61 % | 69.07 % | 68.25 %
0dB | 41.82% | 40.03% | 42.59 % | 36.75% | 43.18 % | 43.93 % | 42.53 % | 40.24 %
-5dB | 1731% | 16.19% | 17.55% | 13.41% | 19.71 % | 17.96 % || 18.19 % | 15.85 %

Table 2: Two Gaussian components per mixture was used for every state, except silence, which was modelled using 4 components. Only
75 % of the training data was utilized, but the whole test set was used for evaluation. It is clear that a low complexity backend is able to fit

the MFCC data better than NRAF data.

Recognition results on Aurora 2 (clean condition)
Set A Set B Set C Average

MECC [ NRAF MECC [ NRAF MECC [ NRAF MECC [ NRAF
Clean | 99.06 % | 99.05% | 99.06 % | 99.05 % | 99.16 % | 99.10 % || 99.09 % | 99.06 %
20dB | 96.66 % | 96.45% | 97.14 % | 96.55% | 96.77 % | 96.32 % || 96.86 % | 96.44 %
15dB | 93.64 % | 93.62% | 9440 % | 93.28 % | 94.06 % | 93.30 % | 94.03 % | 93.40 %
10dB | 86.17% | 87.32% | 87.76 % | 86.64 % | 87.28% | 87.86 % | 87.07 % | 87.27 %
5dB | 71.23% | 73.52% | 7236 % | 71.48 % | 73.08 % | 75.62 % || 73.08 % | 73.54 %
0dB | 44.84% | 48.16% | 4552 % | 4623 % | 46.36 % | 52.41 % || 45.57 % | 48.93 %
-5dB | 1928 % | 21.85% | 19.40% | 20.37 % | 2042 % | 23.89 % || 19.70 % | 22.04 %

Table 3: Three Gaussian components per mixture was used for every state, except silence, which was modelled using 6 components. The
entire training and test data was used. It is seen that when the complexity of the backend is increased it is able to model the NRAF data

better.

tropy, implying that it clusters better than MFCCs in clean and
noisy conditions.

7. Speech Recognition Results

The speech recognition results for the Aurora 2 task in clean train-
ing condition are presented in Tables 2-4 below. MFCC and NRAF
features were MVA processed as suggested by Chen et al. [9].
Delta and acceleration coefficeints were extracted from the MVA
processed static features. The zeroth coefficient was used since
it is shown to respond better to MVA than using the log energy.
Logarithmic compression was used for both feature sets.

In order to evaluate the performances of MFCC and NRAF, we
first trained a HMM with 2 Gaussian components per mixture for
every state and 4 components for the silence model. The HMM
was trained on only 75 % of the training data but tested on the
whole test set. Next, we trained HMMs with 3/6 components per
mixture for every state and 6/12 components for the silence model
respectively. These HMMs were trained on the complete train-
ing set and evaluated on the whole test set. We see that MFCC’s
outperform NRAF’s in the first case, but as the complexity of the
backend increases NRAF outperforms MFCC as seen in Fig. 5.
The increased modeling abilty of the backend enables the recog-
nizer to better fit the extra information encoded by the NRAF rep-
resentation. We hypothesize that detailed auditory model repre-
sentations, in general, fail to beat MFCC’s performance on speech
recognition tasks due to the fact that these representation owing to
their encoding of more information than MFCC’s need more com-
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Figure 5: Figure showing the performace of NRAF and MFCC on
Aurora 2 task. Six Gaussian mixture was used for each state and
silence was modelled using 12 component mixture.

plexity in the backend to learn the data better. This directly implies
the need for more training data in order to avoid overfitting.
8. Conclusions and Future Work

This paper justifies three improvements to MFCC features that are
motivated by a more accurate auditory model. We tested these



Recognition results on Aurora 2 (clean condition)
Set A Set B Set C Average Relative
MFCC [ NRAF MFCC [ NRAF MFCC [ NRAF MFCC [ NRAF Improvement

Clean | 9941 % | 99.36 % | 99.41 % | 99.36 % | 99.44 % | 99.42 % || 99.42 % | 99.38 % -0.04 %
20dB | 97.53% | 97.72% | 97.89% | 97.79 % | 9749 % | 97.78 % || 97.64 % | 97.76 % 0.12 %
15dB | 95.02% | 9545% | 9547 % | 9544 % | 95.19 % | 95.37 % || 95.23 % | 95.42 % 0.20 %
10dB | 88.55% | 90.16 % | 89.83 % | 89.80 % | 89.15% | 90.90 % | 89.17 % | 90.29 % 1.26 %
5dB | 74.47 % | 7775 % | 75.18 % | 76.60 % | 75.63 % | 79.20 % || 75.09 % | 77.85 % 3.68 %
0dB 47.94% | 53.89% | 48.28 % | 51.02 % | 48.55% | 56.41 % || 48.26 % | 53.77 % 11.42 %
-5dB | 2094 % | 24.56 % | 21.10 % | 22.33 % | 22.01 % | 26.51 % || 21.35% | 24.47 % 14.61 %

Table 4: Six Gaussian components per mixture was used for every state, except silence, which was modelled using 12 components. The
entire training and test data was used. The increased modeling abilty of the backend enables it to better fit the extra information encoded

by the NRAF representation.

changes using a simple speech versus non-speech test and a speech
recognition task. Replacing the log compression with a root com-
pression improves the noise-robustness of MFCCs. Low-pass fil-
tering the signal in each channel before decimation avoids aliasing
and leads to a smoother signal envelope in each channel. Fur-
ther, the benefit of spatial derivative in clean and high to moderate
SNR cases is demonstrated. Future work would involve develop-
ing BPF-based implementation of MFCC with different time con-
stants for the LPF in different channels, hopefully leading to an

even better representation.
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